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La bataille des définitions et 
des visions de ce qu’est 
“l’intelligence artificielle” 
(1956) : 

- Turing : “La capacité d'un 
ordinateur ou d'une machine 
à simuler et à effectuer des 
activités qui sont 
normalement considérées 
comme nécessitant de 
l'intelligence.”

- Commission européenne : “En 
termes simples, l'IA est un 
ensemble de technologies 
qui combinent les données, 
les algorithmes et la 
puissance de calcul »

1980’s

1950’s

2010’s

2020’s

Etc…

Etc…

Etc…

Au-delà du buzz et de la hype : de quoi parle t’on vraiment ?



L'IA crée des règles 
à partir de données : 
elle « apprend » des 
statistiquement en identifiant 
des “patterns” à partir de 
données d'entraînement

Cet “apprentissage” lui permet 
ensuite - en lien avec de 
nouvelles données (inputs) - 
de (outputs) prédire, classer, 
regrouper ou de générer de 
nouveaux éléments (texte, 
image, vidéo, son, protéines, 
matériaux, etc)





Dans la famille TAL/NLP, je demande le petit dernier !



Few Big “Free” Datasets
C4 (Colossal Clean Crawled  
Corpus)

https://www.dataprovenance.org/?mc_cid=0ea81fb12c&mc_eid=fc4bee432e 

https://www.dataprovenance.org/?mc_cid=0ea81fb12c&mc_eid=fc4bee432e


Web
10TB de texte

6000 GPUs
12 jours / 2 m€

parametres.zip
Web 

compressé
140 GB

La fabrication d’un modèle de langage (entraînement)



La “tokenisation” des données et la “perte de sens”



https://tiktokenizer.vercel.app/ 

https://tiktokenizer.vercel.app/
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Des couches d’analogies statistiques incrémentales (tokens, mots, phrases, “concepts”)

Le réseau de neurones se “souvient” des liens entre les tokens



Les “super-pouvoirs” des modèles de langage

https://platform.openai.com/playground/complete?mo
de=complete 

https://platform.openai.com/playground/complete?mode=complete
https://platform.openai.com/playground/complete?mode=complete
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Les “confabulations” : à la fois une feature et un bug
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Le “cut-off” des modèles



Modèles de langages & interfaces



PANORAMA DES 
OUTILS ET DES CAS 

D’USAGES
(󰠼)
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Explosion des services B2C
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Le RAG sur des données “spécifiques” ou “locales”



Des “Saas” interfaces “multi-modèles”

Pré-entraîné
Aligné

“Congelé”
Déconnecté

Pré-entraîné
Aligné
“Congelé” + connecté (recherche web)
Outils (vision, image, speech, Python, collaboration)
Graph (document contacts réunions etc)
Usages avancés : RAG et Fine-tuning
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Le Chat de Mistral
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OpenAI
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Les GPTs de ChatGPT





L’IA (générative) c’est… une GPT ;-)



Bons et mauvais cas d’usages
Navigating the Jagged 
Technological Frontier: Field 
Experimental Evidence of the 
Effects of AI on Knowledge Worker 
Productivity and Quality
https://www.hbs.edu/ris/Publication
%20Files/24-013_d9b45b68-9e74-4
2d6-a1c6-c72fb70c7282.pdf 

https://www.hbs.edu/ris/Publication%20Files/24-013_d9b45b68-9e74-42d6-a1c6-c72fb70c7282.pdf
https://www.hbs.edu/ris/Publication%20Files/24-013_d9b45b68-9e74-42d6-a1c6-c72fb70c7282.pdf
https://www.hbs.edu/ris/Publication%20Files/24-013_d9b45b68-9e74-42d6-a1c6-c72fb70c7282.pdf


3 grandes familles d’usage

INTELLIGENCE 
DOCUMENTAIRE

• Résumés
• Analyse
• Traduction
• Classification
• Vulgarisation

INTERACTIONS ET 
AUTOMATISATIONS

• Chatbot et 
call/videobots

• Interaction 
documentaire

• Workflow/RPA

PRODUCTION 
DE CONTENUS

• Texte
• Image
• Vidéo
• Son
• Données
• Code





PROMPT ENGINEERING
(👽)
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Conseils importants
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Il n’y a PAS de structure 
magique ou unique pour 
un “bon prompt” mais il 
faut toujours structurer 
ses prompts et avoir une 
pensée algorithmique 
(comme le modèle)



Conseils importants
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Stochastique/non-déterministe
Même prompt = résultat différent
Résultat “mauvais” = ré-essayer/insister

Demander toujours +, et +++ de variété
Car paresse native (system prompt)
Nécessaire pour éviter le “mainstream”

Conseils importants
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Interroger un modèle de langage :

1. On écrit un prompt
2. On obtient un résultat

La logique :
Une IA générative peut partir dans tous les 
sens, il est donc crucial de contraindre les 
résultats pour obtenir exactement ce qu’on 
veut.

Une bon prompt c’est :
● un contexte le plus complet possible
● bien choisi

Ecrire un prompt c’est l’inverse d’une recherche Google
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Une recherche sur un moteur :

1. On écrit des mots clés
2. Le moteur fait des propositions
3. On choisit parmi ces propositions

La logique :
Il vaut mieux ne pas écrire trop de mots 
clés car sinon on n’a pas assez de 
résultats pertinents

Une bonne recherche c’est :
● peu de mots
● des opérateurs booléens
● bien choisis



• Prompt chaining

Faites réagir l’IA sur votre production ou 
vos documents. Divisez une tâche 
complexe en étapes plus petites dans 
un “dialogue” ou plusieurs opérations 
successives se cumulent 

• “Mega-prompt”

Un message complet qui contient tous 
les détails de votre besoin et nécessite 
une “bonne” réponse immédiatement
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Deux modes de fonctionnement clés



• Hypersensibilité au contexte initial

Si vous voulez un résultat spécifique, 
n’itérez pas avec le modèle : revenez 
toujours au 1er prompt ou relancez une 
discussion “à zéro” pour :

- plus de performance
- naviguer dans vos essais

Attention à copier coller ou à vous 
assurer que vos discussions sont 
mémorisées
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C’est le premier prompt qui compte



• Donner des instructions, c’est aussi 
dire ce qu’on ne veut PAS

Les modèles de création d’images 
prévoient parfois une possibilité directe 
d’interdire des mots/concepts (Stable 
Diffusion, Midjourney).
Les modèles de langages peuvent avoir 
des difficultés à comprendre les 
négations donc il faut trouver la bonne 
formulation : “les émojis sont 
INTERDITS”, “Il ne faut PAS utiliser un 
vocabulaire lié à…”
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N’oubliez pas les “prompts négatifs”



CONTRÔLEZ l’OUTPUT
• Contraindre la génération est 

souvent très utile pour la plupart 
des tâches (langue, ton, forme, 
longueur, plan, tableau, format, 
<placeholder>, Markdown)

• Participe aussi à la réduction des 
hallucinations, du verbiage, etc

APPORTEZ L’INPUT

• Contexte, instructions, exemples, 
méthodologie et raisonnement, etc

• Pièces jointes ou copié-collé avec 
une mise en forme spécifique pour 
éviter l'ambiguïté (délimiteurs)
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Mega Prompting : les 2 familles de bonnes pratiques



• Un part importante du contexte de 
génération d’un modèle, c’est vous

Qui êtes vous ? que voulez vous ? La “mémoire” ChatGPT
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Donner un rôle/persona au modèle
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Le modèle ne demande qu’à “être” (simuler) quelqu’un ou quelque chose car 
c’est une manière de le “contextualiser” et donc d’orienter sa génération de 
tokens donc profitez-en

Exemples de “personas”
• Une personne (réelle, fictive, historique)
• Un expert, un prof
• Un “développeur”
• Une idée
• Un client, un bénévole
• Un journaliste
• Plusieurs personnes à la fois (eh eh)



Prompt engineering : techniques et astuces
Rôle Tâche Format 
(RTF)

Rôle Tâche Contraintes Exemples 
(RTCE)

Les 5 composantes clés
1. Instructions
2. Contexte
3. Modèle/exemples
4. Formation de l’output/template
5. Trigger (...)/début d’exemple ou de réponse



Recommandations (Microsoft)

Option de base

1. Rôle Indiquez le rôle à donner au modèle (ex. spécialiste, consultant, auteur, ect.)

2. Tonalité Le style de la réponse (ex. professionnel, créatif, passionné, ect.)

3. Contexte Donnez des exemples, un public cible, des infos de bases.

4. Tâche La tâche à accomplir par ChatGPT.

Formats et limites 

5. Format Ex. Tableau, liste, mind map…

6. Limites Ex. Contraintes de mots.

7. Portée L’étendue du projet.

8. Dates Date et urgence du projet.

Contexte détaillé

9. Exemples Fournissez des exemples.

10. Mots-clés Indiquez des mots à utiliser.

11. Cible Donnez la cible souhaitée.

12. Termes Posez les termes techniques.

Point de vue  

13. Angle Proposez un point de vue.

14. Critique Demandez une critique.

15. Analogies Des exemples pour clarifier.

16. Sensibilité Les sujets à éviter.

Bonus

17. Stats Des réponses avec des stats.

18. Action Incluez des call-to-action.

19. Citation Demander des citations.

20. Étapes Indiquez toutes les étapes.



One more very important thing…
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LLMs are better 
prompted in English 
which is now the 
worldwide n°1 
programming language 
for AI (before Python) ;-)



Les “systems prompts” des LLMs

https://gist.github.com/kennethleungty/74c8f1ad0c39ca006fddea5da449c3
90  

https://gist.github.com/kennethleungty/00b5a5d809fdda94eafe5d49ccff772 9  
https://gist.github.com/kennethleungty/80ceeba091d7c777abe861ef465583

63  
https://gist.github.com/kennethleungty/587693681583da71f90d2da28e733e

c3 

Claude family
Claude Sonnet  (June 2024)

https://gist.github.com/kennethleungty/74c8f1ad0c39ca006fddea5da449c390
https://gist.github.com/kennethleungty/74c8f1ad0c39ca006fddea5da449c390
https://gist.github.com/kennethleungty/00b5a5d809fdda94eafe5d49ccff7729
https://gist.github.com/kennethleungty/80ceeba091d7c777abe861ef46558363
https://gist.github.com/kennethleungty/80ceeba091d7c777abe861ef46558363
https://gist.github.com/kennethleungty/587693681583da71f90d2da28e733ec3
https://gist.github.com/kennethleungty/587693681583da71f90d2da28e733ec3
https://docs.anthropic.com/en/release-notes/system-prompts#july-12th-2024
https://docs.google.com/document/d/1vRj5tq2q1a9aLPnqam8RrPVIS1x_dJVlBUCD0DbBBjw/edit


OpenAI prompt engineering guide  (here )

https://platform.openai.com/docs/guides/prompt-engineering


Anthropic Claude guidelines
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CAS D’USAGES 
APPRENTISSAGE & MPR

(☀)



Il n’y a qu’à demander
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• Synthèse, résumé, ré-écriture

• Recherches sur le web

• Premier coup de sonde (notion, 
thèmes, mots clés, auteurs, etc)

• Recherches bibliographiques

• Traduction

Famille de cas d’usages
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Au bon moment dans le processus d’apprentissage
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Connexion ChatGPT > 
Zotero (API)



Au bon moment dans le processus d’apprentissage
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Au bon moment dans le processus d’apprentissage
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• Construire une requête booléenne avec des opérateurs logiques
– 3 opérateurs :

• AND (et)
• OR (ou)
• NOT (sauf)

– troncature *
– guillemêts



• Rechercher, synthétiser, traduire 
des éléments bibliographiques 
dans les bases de données de 
recherche “gratuites”

Au bon moment dans le processus d’apprentissage

55

• Convertir des bibliographies 
académiques, formatées dans 
différents styles de citation 
comme APA, MLA, ASA, et 
Chicago, vers le format RIS. Le 
format RIS est souvent utilisé 
pour faciliter le transfert de 
références entre différents 
logiciels de gestion de 
bibliographie comme Zotero.

– GPT ici

https://chatgpt.com/g/g-eBMuJ3Gk2-bibliography-ris-converter
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Recherche du bonheur
Bonheur de la recherche !




