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Exercice 1. (5 points)

1. On considère n événements X1, . . . , Xn−1 et Xn (n ≥ 2) dans un espace pro-
babilisé fini (Ω,P).

(a) Rappeler la définition de l’indépendance deux à deux de ces n évènements.

(b) Rappeler la définition de l’indépendance mutuelle de ces n événements.

2. On lance 2 fois une pièce de monnaie équilibrée et considère les événements
suivants :

A = � On obtient Pile au 1er lancer �,

B = � On obtient Face au 2ème lancer �,

C = � On obtient le même résultat aux 1er et 2ème lancers �.

(a) Modéliser cette expérience aléatoire par un espace probabilisé fini (Ω,P).

(b) Est-ce que A, B et C sont deux à deux indépendants ?

(c) Est-ce que A, B et C sont mutuellement indépendants ?

Solution. 1. (a) Les n évènements sont deux à deux indépendants lorsque :

P(Xi ∩Xj) = P(Xi)P(Xj) pour 1 ≤ i < j ≤ n.

(b) Les n évènements sont mutuellement indépendants lorsque : pour tout
I ⊂ [n] on a

P

(⋂
i∈I

Xi

)
=
∏
i∈I

P(Xi).

2. (a) Le résultat de chaque lancer est F (Face) ou P (Pile). Donc l’ensemble
des résultats possibles est Ω = {(F, F ), (F, P ), (P, F ), (P, P )}, muni la
probabilité uniforme P. On trouve facilement que

A = {(P, F ), (P, P )}, B = {(F, F ), (P, F )} C = {(F, F ), (P, P )},

et puis
P(A) = 1/2, P(B) = 1/2, P(C) = 1/2.



(b) Très facilement, on obtient

A ∩B = {(P, F )}, A ∩ C = {(P, P )} B ∩ C = {(F, F )},

et puis

P(A ∩B) = 1/4, P(A ∩ C) = 1/4, P(B ∩ C) = 1/4

Les évènements A, B et C sont donc 2 à 2 indépendants.

(c) On observe que A ∩ B ∩ C = ∅, donc P(A ∩ B ∩ C) = 0, qui est différent
de P(A)P(B)P(C) = 1/8. Les évènements A, B et C ne sont donc pas
mutuellement indépendants.

Exercice 2. (5 points) Soit Bn le nombre de partitions d’un ensemble à n éléments
avec B0 = 1. On appelle Bn le n-ième nombre de Bell.

(a) Donner toutes les partitions de l’ensemble {1, 2, 3}.
(b) Montrer que les nombres de Bell Bn satisfont la relation de récurrence :

Bn+1 =
n∑

k=0

(
n

k

)
Bk (n ≥ 0).

(c) Soit X une variable aléatoire qui suit la loi de Poisson de paramètre 1. Pour
tout n ≥ 1, soit bn = E[Xn] le moment d’ordre n de X. Soit b0 = 1. Démontrer
que

bn+1 =
n∑

k=0

(
n

k

)
bk.

(d) En déduire la formule de Dobinski :

Bn =
1

e

+∞∑
k=0

kn

k!
(n ≥ 1).

Solution. (a) Les partitions de {1, 2, 3} sont :

{1, 2, 3}, {1, 2} − {3}, {1} − {2, 3}, {2} − {1, 3}, {1} − {2} − {3}.

(b) Soit Ω = {1, 2, . . . , n + 1}. Alors, le nombre de partitions de Ω est Bn+1.
— Soit Π une partition de Ω et soit A ∈ Π la partie contenant n + 1 et de

caldinal n− k + 1 (0 ≤ k ≤ n). Alors A \ {n + 1} est une partie de Ω et de
cardinal n− k. Il y a donc

(
n

n−k

)
=
(
n
k

)
de choix pour A ;

— D’autre part, l’ensemble Π \ {A} est une partition de Ω \ A dont le nombre
de partitions est Bk. En récapitulant on obtient l’identité

Bn+1 =
n∑

k=0

(
n

k

)
Bk.



(c) D’après la loi de Poisson de paramètre 1, on a

bn = E[Xn] =
1

e

+∞∑
k=0

kn

k!
.

Par récurrence sur n. Par définition b0 = 1 = B0. Supposons que bk = Bk pour
0 ≤ k ≤ n. On a

bn+1 =
1

e

+∞∑
k=0

kn+1

k!
=

1

e

+∞∑
k=1

kn

(k − 1)!
=

1

e

+∞∑
k=0

(k + 1)n

k!
.

Par la formule du binôme de Newton (k + 1)n =
∑n

j=0

(
n
j

)
kj on obtient

bn+1 =
1

e

+∞∑
k=0

n∑
j=0

(
n

j

)
kj

k!
=

n∑
j=0

(
n

j

)
1

e

+∞∑
k=0

kj

k!
=

n∑
j=0

(
n

j

)
bj.

Donc bn+1 = Bn+1 par l’hypothèse de récurrence.

(d) Par (b), pour tout n ∈ N on a

Bn = bn = E(Xn) =
1

e

+∞∑
k=0

kn

k!
.

Exercice 3. (5 points) Soient r et v deux entiers strictements positifs. On dispose
d’une urne contenant r boules rouges et v boules vertes. On pioche successivement,
sans remise, des boules dans l’urne jusqu’à épuisement du stock. On note à chaque
étape la couleur de la boule piochée. Pour tout n compris entre 1 et r + v, on note :

— Rn, l’événement � la n-ième boule piochée est rouge �,
— Vn, l’événement � la n-ième boule piochée est verte �.

(a) Modéliser cette expérience par un espace probabilisé fini (Ω,P). Calculer |Ω|.
(b) Établir une bijection de R1 à Rn.

(c) Calculer |Rn|.
(d) En déduire P(Rn) et P(Vn).

Solution. (a) À chaque résultat de r + v tirages on associe le mot x1 . . . xr+v, où
xn =R (resp. V) si la ne boule piochée est de couleur rouge (resp. verte) pour
i ∈ [r + v]. D’où vient le modèle : Ω est l’ensemble des anagrammes du mot
R . . .R︸ ︷︷ ︸

r

V . . .V︸ ︷︷ ︸
v

, muni de la probabilité uniforme. Par un résultat du cours on a

|Ω| =
(
r+v
r

)
.

(b) À chaque mot w = x1 . . . xr+v ∈ R1 on pose Φ(w) = x′1 . . . x
′
r+v ∈ Rn en

échangeant les deux lettres x1 et xn : x1 ↔ xn. Il est évident que Φ : R1 → Rn

est une bijection.

(c) Il suffit de calculer |R1|. On remarque que x1 . . . xr+v ∈ R1 si et seulement si
x2 . . . xr+v est une anagramme du mot Rr−1V v. Il s’en suit que |Rn| = |R1| =(
r−1+v
r−1

)
.



Remarque. On pourra utiliser le même argument pour calculer Rn sans passer
par R1.

(d) En combinant (a) et (c) on obtient

P(Rn) =
|Rn|
|Ω|

=

(
r+v−1
r−1

)(
r+v
r

) =
r

r + v
.

En échangeant r et v on trouve P(Vn) = v
r+v

.

Exercice 4. (5 points) Une enquête marketing a pour but de vérifier si les cibles
potentielles seraient tentées par un nouveau produit. Il a été montré que 56% des
gens sont favorables au nouveau produit. Pour aller plus loin, on intérroge à nouveau
200 personnes.

(a) Quelle est la loi du nombre de clients potentiels X parmi les 200 ?

(b) Par quelle loi peut-on l’approcher ?

(c) Calculer P[X > 100] et P[100 ≤ X ≤ 150] à 10−2 près. On rappelle quelques
valeurs de racines carrées :√

49, 14 = 7, 01,
√

49, 21 = 7, 015,
√

49, 28 = 7, 02.

(d) On souhaite maintenant demander des précisions à un grand nombre de per-
sonnes favorables au produit, mettons 100 personnes. Proposer une taille n de
l’échantillon de personnes à interroger pour que notre échantillon contienne au
moins 100 personnes favorables, avec une probabilité supérieure ou égale à 95%.

Solution. (a) La réponse (favorable ou pas) de chaque individu étant une variable
de Bernoulli de paramètre p = 0, 56, la loi de nombre de réponses favorables X
est une loi binomiale B(n, p) de moyenne np et de variance np(1− p).

(b) Comme n ≥ 100 > 30, np ≥ 100 × 0, 56 ≥ 5 et n(1 − p) ≥ 100 × 0, 46 ≥
5, d’après le théorème central limite, on peut l’approcher par la loi normale
N (np, np(1− p)).

(c) Soit X ∼ B(n, p) avec n = 200 et p = 0, 56. Posons

Y =
X − np√
np(1− p)

=
X − 0, 56n√

0, 2464n
∼ N (np, np(1− p)).

On note que np = 200× 0, 56 = 112,
√
np(1− p) =

√
49, 28 = 7, 02 et

100− 0, 56n√
0, 2464n

=
−12

7, 02
= −200

117
= −1.7094.

Donc

P[X > 100] = P[Y > −1.7094] = P[x < 1.7094] = 0, 9554 = 0, 96,

P[X ≤ 150] = P[Y ≤ 38/7, 02] = P[Y ≤ 5, 4131] = 1,

et
P[100 ≤ X ≤ 150] = P[X ≤ 150]− P[X ≤ 100] = 0, 96.



(d) D’après (c), un échantillon de taille 200 est valable.


